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Abstract. A match statistic considered by Khidr (1981) is interpreted in terms of crossings of the empirical and true distribution 
functions and a simpler alternate derivation of its distribution provided. This approach can also be used to obtain the 
distribution of a two-sample match statistic, considered earlier by Tak~tcs (1971). 
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1. Introduction 

Khidr (1981) considered the problem of matching order statistics with intervals and developed a test for 
goodness of fit based on the number of 'matches'. Let Ui, ,, i = 1 , . . . ,  n be the order statistics from a random 
sample of size n from U(0, 1), the uniform distribution on the unit interval. Given an arbitrary partition of 
[0, 1] into n intervals, a match is said to occur if the ith order statistic falls in the i th interval. Among all 
possible partitions of [0, 1], the expected number of matches is shown there to be a maximum correspond- 
ing to that partition whose ith interval is ((i - 1 ) / n ,  i / n ] ,  i = 1 , . . . ,  n. We consider therefore this statistic 
3,/, to be the total number of matches, where a match is said to occur at the i th place if U~, falls in 
(( i  - 1 ) / n ,  i / n ] .  In Section 2 of this paper, a simple derivation of the exact distribution of M,  is given. This 
derivation makes use of the multinomial frequency counts in these fixed intervals after relating it to the 
number of 'crossings' in the Kolmogorov-Smirnov statistic. 

Section 3 considers a similar match statistic for the two-sample problem. Assuming equal sample sizes, a 
match is said to occur at the i th place if the i th order statistic of the first sample falls inbetween the 
(i - 1)st and ith order statistics of the second sample. This two-sample match statistic, M*, is related to the 
number of crossings of the two empirical distribution functions and has been considered in Tak~cs (1971). 
We briefly indicate how the method of Section 2 can be applied to derive the distribution of M*. A 
discussion of some possible alternate definitions of a 'match '  as well as some Monte Carlo power 
comparisons will be considered in a separate paper. 

2. Matches in the one-sample problem 

Let U~, i -- 1 , . . . ,  n denote the order statistics in a random sample of size n from O(0, 1) where we omit the 
second subscript n for notational convenience. Let I i = ((i - 1 ) / n ,  i / n ] ,  i = 1 , . . . ,  n be a partition of [0, 1]. 
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We say a match occurs in the i th  interval if U~ falls in the interval 1 r Let M,  denote the total number  of 
matches. 

Let R; be the n u m b e r  of Uj's fairing in the interval 1~ and let T, = E~= ~Rj be the cumulative frequencies, 
i.e., the total number  of Uj's fairing below i / n  which includes all intervals upto and including the i th 
interval. Clearly the jo in t  distribution of ( R I , . . . ,  R , )  is a mul t inomial  with n trials and cell probabilities 
( 1 / n , . . . ,  1 / n )  - this will be denoted by M ( n ;  ( l / n , . . . ,  l / n ) ) .  Let X~, X2, . . .  be a sequence of indepen- 
dent  and identically distributed (i.i.d.) r andom variables having a Poisson distribution with parameter  
)~ > 0, i.e., X~ I-1Poi(X). Then it is well known  that the joint  distr ibution of ( X  l . . . .  , Xn) given E~'X; = n is 
M(n;  ( 1 / n  . . . . .  l / n ) ) .  Thus the frequencies (R I . . . .  , R , )  have the same joint  distribution as the random 
variable ( X  1 . . . .  , X,,) condit ional  on the event Y'.~'X; = n. In symbols, 

( R ,  . . . . .  R,,)[-] X , , . . . ,  ]P, X i = n  (1) 
I 

where ' N '  stands for ' same in distribution as'. 

[ ,emma 2.1. The total number of matches M ,  is equal to the number of  T i = )-'.ij=lR j which equal i, i.e., 
M, = Ei~_ iI(T~ = i) where 1(. ) stands for the indicator function. 

Proof. Let F , ( x )  = n -  W.~' II(U,. < x)  be the empirical c.d.f, of the sample. Let F ( x )  = x, 0 < x < 1, denote 
the c.d.f, corresponding to the l J(0, 1). We  formulate the proof  in terms of the 'crossings' of F, and F, 
which provides a nice interpretation to the statistic 3//,. We say an upcrossing occurs at the U, if 
F,(U~ - 0) < F(U/) -.< F,,(U,.). Thus an upcrossing occurs at U/iff  ((i - 1 ) /n )  < U/~< ( i / n ) ,  i.e., iff there is a 
match in the i th  interval.  The total number  of matches is then equal to the number  of upcrossings. We say 
a horizontal crossing occurs at U~ if the step function, Fn(x) over the interval [U~, U~+ l) intersects the line 
F ( x )  = x. Since Fn(x ) = i / n  over this interval,  clearly a horizontal  crossing occurs at U i iff F , ( i / n )  = i /n;  
i.e., Tj- - i .  Note  that  between any two upcrossings (horizontal crossings) there is a horizontal crossing 
(upcrossing). Thus the total number  of matches M,  is also equal to the total number  of horizontal 
crossings; that is, M n = #(T~ = i), i = 1, 2 , . . . ,  n. [] 

Lemma 2.2. For k = O, 1 , . . . ,  n, define 

= £ P( i, = i , ,  T , ,  = i= ,  . . . .  = 
l ~ i l < - . -  <ik ~n 

Then 

n! ~ k  ( n - j - - 1 ) (  n j )  
S " ' k = - ~  k - 1  -ft. " j=O 

(2) 

Proof. Let V~ = ]~._ iXj where (X~) are i.i.d. Poi(;~) variables. F r o m  (1) and the fact that V~ n Poi(iX), we 
have 

S n . k "~ E 
l ~ i l < . . .  <ik~n 

£ 
l ~ i l < . - -  <ik ~n 

P(V~, = il ,  V~2 ffi i2 . . . .  , V  =idV. fn) 

P( Vi = il,  V i i -  Vi = i2 - i I . . . . .  Vii - V~,_, = ik - i k - I ,  11". - E k  

P ( V n  = n ) 

= n - - i k )  
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= n :  

n" l ~ < i t < - - -  <il,.6n 
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i i , ( i  2 - -  i l ) i 2 - i t  . . .  ( i  k - -  i k _ l ) i * - - i * - l ( n -  i k )  n - i *  

n~ 
n n 

l~O,j= 1,2 . . . . .  k +  1 

Ek+' l j=n_ k j-i  

i,!(i 2 -  i,)! ' ' .  ( i k -  i , _ , ) ! ( n -  i,)! 

[fi ';+___L 1 
, j= l  lj! la+t! 

(3) 

by  pu t t ing  11 = i 1 - 1, l 2 = i 2 - -  i I - -  1, . . . ,1  k = i k - ik_ I -- 1, and  lk+ t = n - it, wi th . the  conven t ion  0 ° = 1. 
F r o m  the mul t inomia l  Abel  identi t ies  (see R io rdan  (1968, pp.  24-25) ,  see also Khid r  (1981)) it can be 
shown that  

t,~o j = ,  lj! l ,+ , !  Y" . (4) 

y,"+' 6=,,_/, 1 

T h u s  (3) simplifies to  (2) establ ishing the lemma.  [] 

The  final result n o w  follows in exactly the same way as in Kh id r  (1981, p. 1406) by the inc lus ion-exc lu-  
s ion arguments .  W e  inc lude  the  p roof  for completeness .  

Theorem 2.3. For r - -  1, 2 , . . . ,  n 

r--l 

P(M~r)=jUo(I -~)" (5) 

Proof .  F r o m  the inc lus ion -exc lus ion  principle (cf. Feller (1968, p. 109)), 

P(M. >I r ) =  E (- l) j-" l n. w "-J j=, 1 S"'J=n" Z ( - 1 )  j - "  - 1  n - i - 1  n i 
j= r  i=o 1 j -  1 ~.~" 

Subst i tu t ing  l = n - i and  in terchanging  the o rder  of s u m m a t i o n  we get 

t . . j - ~ [ l - r )  n! L ( l - l ) ! n " - t  Z ( - l )  [ j - r  " 
P ( M .  >~ r )  = ~ - ;  t= ,  ( r - 1 ) ! ( l - r ) ! ( n - l ) l  j=, 

The  sum over j is equal  to zero if l * r and  one  if l = r. Thus  

n '  1 _ ~ F / ( l _ ~ ) "  [] 

g" j - o  

Proposi t ion  2.4. The expected value and the variance of the number of matches M, is given by 

= n_L! ~ 1  n r 

E(M.) = n" r!' 
r~0 

Va (M.) =..(I-..) 2(n!) (n-r- I) . 
n n 

r~0 

(6) 
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Proof. Using the fact that M, = ET,-~I(Tk = k)  and the conditional representation (1), we have 

E M . =  
1,1 n 

E EI(Tk=k)= ~-# EI(Vk=klV#=n) 
k = l  k = l  

n n! 
E P(Vk~k) Vn- Vk-'~'n-k)/P(Vn "~-n) =-~ k=i 

k = l  k ! ( n - k ) !  n" r! ' 
• r ~ O  

where the last step follows from identity (4) with k = 1. Similarly 

Var(M.)=E(M.a)-[E(M#)]2=#.(I-I~.) + 2 E 
l<k<l<n 

= #,,(1 - #~) + 2  E n ! k k ( l - k ) ' - k ( n - l ) " - '  
, . k < , . .  : k ! ( l -  

tl!  n - -2  n r  

= # . ( 1 - p . ) + 2 ~ - ~  E ( n - r -  1) r--~' 
r = O  

again from identity (4). [] 

P(Vk=k, V,=l, = , , )  
p(v,, = n) 

3. Matches in the two-sample problem 

Let F and G denote the two c.d.f.'s, which, for our purposes, can be assumed without loss of generality, to 
have support on [0, 1] and that one of them, say F, corresponds to the uniform distribution. Let XI, . . . ,  3(, 
and YI,.-., Y,, be the order statistics (again with the second subscript n dropped for notational convenience) 
based on independent random samples of size n each from F and G respectively. To test the null hypothesis 
H0: F =  G, one may use the following match statistic. We say a match occurs at the ith place iff 
X~_ ~ < Y~ ~< X i for i = 1 . . . .  , n (with the notation X 0 = 0). 

Let M* be the total number of matches. Observe that M* is also the number of i for which 
G,,(Y~- 0)< F~(Y/)~< G,,(Y~) where F, and G,, are the empirical distribution functions for X's  and Y's 
respectively. A slightly more general version of M* is discussed in Tak/tcs (1971). Our aim is to briefly 
indicate that the exact distribution of this two-sample statistic M* can also be derived on lines exactly 
similar to those of Section 2. 

Let S i be the number of Yj's in ( X  i_ 1, Xi], i = 1, . . . ,  n, with S,+ 1 = ( n -  E~ffitSi). These numbers are 
called the 'spacing-frequencies' and some general asymptotic theory for statistics based on these has been 
studied in Hoist and Rao (1980). By arguments similar to those in Lemma 2.1 it is easy to verify that M* is 
equal to the number o f j  for which E*j = j  where ~ = E,J = 1S~. Now let ~ denote a geometric ( p )  random 
variable with probability function P(~/= k)  =pqk ,  k = 0, 1,... and let 7ll, ~12,--- be a sequence of such i.i.d. 
geometric variables. Let ~ = E{_ 171~ which then has a negative binomial distribution denoted by NB(j,  p)  
with probability function 

P(Vj* = k ) =  (J + k -  l ) k = 0 , 1 ,  . . . .  

The following result gives an analogue to the conditional representation (1) for the tvCo-sample problem. 

Lemnm 3.1. Under the null hypothesis H0: F =  G, ( S~, . . . ,  S~+ 1) has the same distribution as the conditional 
distribution of ( ~ l , . . . ,  ~+  1) given ~,i~ 01i = n. Symbolically 

( + ) (s,,...,s.+,)n ,), ..... ,).+, E ,),=n . (7) 
I 
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Proof. A simple direct argument yields the proof. See also Feller (1968, p. 43) for a discussion on 
Bose-Einstein statistics. Under the hypothesis, the first sample can be considered as obtained by simple 
random sampling without replacement from the combined sample. Hence 

P (S I  = s  ` .... ,Sn+l =Sn+l)  = 1/(2/,/n) • 

On the other hand, 

P( ~l = sl . . . .  , ~,,+ ~ Sn+ 1 
n+,  ) ( p q , , )  ( (2nn) 

• . .  pq~.÷,)  
E 7/,=n - = 1 /  . , ( n + l + n - 1 )  n p n +  l q n  

[] 

Using representation (7), one can evaluate the distribution of M* in exactly the same way as that of M n 
in Section 2. We will only give a brief outline of this derivation. For an alternate derivation using 
lattice-path counting, see Takhcs (1971). Analogous to (3), for k = 0, 1, . . . ,  n, 

S.. k = Y'. P (  ~ = i,. ~ = i 2 . . . . .  ~ = i k ) 
l @ i l < . - .  < i , < n  

= E P ( V ~ i ~ = i l ,  V i * = i 2  . . . .  , V ~ ¢ = i k l l / ~ + l = n )  
l < i l < . . .  < i k < n  

= Z P(V*=i,,Vi*-Vi*=i2-i, .... ,Vi*-Vi* ,=ik--ik-,, 
i <~i 1< . , . < ik  ~ n  

V*+, - V 7 -- n - i ,)  P(V*+,-- n) -1 

( 2 i ' - 1 ) ( 2 ( i 2 - i ' ) - ) . . . ( 2 ( i l , - i * - 2 ) - - 1 ) ( 2 ( n - i * ) )  

~ il i 2  - -  i l  i k  - -  ik-- 1 ?1 -- i k 

l < i , < . . . < i , <  n ( 2 : )  

1 
) (  2 ( n - i k ) ) n  - i k 

li~ l , i= 1,2,... ,k;lk+l~O 
(8) 

where l I = il, l 2 = i 2 - il ,  . . . .  I k = i k - i , _  l and  l k +  I = n - -  i k. Using the generating function (cf. Riordan 
(1968, p. 130)) 

( 1 - 4 x )  -1/2-- ~ ( 2 k ~ x k ,  
k_O ~ k ]  
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we obtain the identity 

E 
li>~ 1,i= 1 ..... k;Ik + I >~0 

E k + l  ]i = lq  
I 

2 2n 

n! 

(211 
Ii ) " "  ( 21k+l = l k + l  ) 

[ ¢~ (__l)k-r+l( r ] 
r - I  k - r +  1 ) ( k r )  ( ½ r ) [ n ] + ( ½ ( k +  1))[nl 

where we use the ascending factorial notation, a lbl = a(a + 1) • • • (a + b - 1) if b > 0 and = 1 if b = 0. 
Using (9) the expression in (8) for S,,.k reduces to 

= 22._k [ k 1)k_,+,(  
Sn.k (2nil) r =.E ( - -  k -  

r ) ( k ) ( ½ r )  ['l ( ½ ( k + l ) )  [ ' ] ]  
r +  1 n----~. 4 n! " 

(9) 

Now applying to the inclusion-exclusion formula as in Theorem 2.3 and with considerable simplifications 
we obtain 

P ( M * > ~ k ) =  n + k  / , k = l  . . . . .  n. 

This result is contained in Takhcs (1971, equation (6), p. 1158). 

(10) 

Proposition 3.2. Under the hypothesis H o" F = G, 

and 

(11) 

Proof. Using the conditional representation (7) and the fact that M* = Y'.,"_ i I( ~ = i), we have 
n n 

P * =  E P(I/~*~ = i l  V*+l f i n ) - -  E P ( ~ * = i .  V~+l-  V~ = n - i ) / P ( V * + l  =n)  
iE1 i.~l 

i--I i n - - i  

The expression for #* in (11) now follows from identity (9) where we take k = 1. Similarly 

Var (m*)  = #*(1 - p*)  + 2 Y~ El(T~k=k,  T f f f l  ) 
l ~ k < l ~ n  

= p : ( 1 - p : ) + 2  E P(l~k ffi k, l/~*~ ffi 1. V,*.+,=n)IP(V*+,fn) 
i g k < l ~ n  

l(k<l(n 1 -- k n - l 

The second term in the above expression can be simplified again using identity (9) with k -- 2. It can be 
further reduced to the form in (11) using this and the expression for/~*. D 
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